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Health workers interview sick persons about their recent encounters and travel history

MANUAL CONTACT TRACING
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Limitations 
• Difficult to scale 
• People forget information

...
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BLE beacon
Backend

Risk info

Encounter history

Smartphone

Broadcast 
<ephIDs, loc, time>

Key Primitive: Infrastructure-to-User Encounters

• Minimizes data collection 
• Similar privacy as existing SPECTS while using location info 
• Robust against eavesdropping, relay, and replay attacks

• User devices mostly passive 
• Transmit with explicit user consent 
• Decentralized risk notification
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➡ Risk data signed by backend

➡ Add junk entries using differential privacy• Preserve privacy of diagnosed individuals

• Preserve privacy of users seeking risk information

• Timely dissemination

• Low bandwidth, power, compute cost for user devices

• Correct information

➡ Ideally, using broadcast 
➡ But this is inefficient …
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risk-data/day = (#new-cases/day * max-enctrs/day

#risk-entries/day

+ Δ) * sizeof(ephID) bytes

With cuckoo filter, compress 
from 15 bytes to 27 bits with 
0.01% false positive rate

DP noise: ~300K 
entries at 99th percentile

Country # new cases/day # risk entries/day Bytes/day (MiB) Delay (s)
Australia 18 390,838 1.258 13.191
Germany 3346 13,809,334 44.447 466.065
Italy 3821 15,724,534 50.612 530.703
France 16036 64,975,414 209.133 2192.92
Brazil 26429 106,879,990 344.009 3607.2
USA 48639 196,430,710 632.242 6629.54
India 72019 290,698,870 935.658 9811.09

Table 2: Bandwidth and time requirements for broadcasting risk information (organized as cuckoo filters)
in different countries. We include the cost of 318,262 noise entries, which is the 99%-ile for differential
privacy with ✏ = 0.1 and � = 0.001. Column 2 contains the 7-day moving average of daily new cases as
of 11 October 2020.

Optimizing broadcasts. Users may be interested in the risk information of only a few specific regions,
such as their neighbourhood and place of work, or their daily commute routes. We propose several
optimizations to allow faster dissemination of relevant information to users. First, we organize the risk
entries by regions of reasonable size (e.g., countries or cities) and transmit the entries of each region on a
separate BIS stream. Second, we reorder the streams in different network beacons based on anticipated
priorities of users in the region. For example, beacons at airports may broadcast the risk information of
source and destination cities before the information of other regions, whereas beacons within a city may
broadcast risk information of the city first, followed by that of neighboring cities, the state, the country,
and so on. Finally, multiple network beacons can be placed in a location to parallelize risk broadcasts
of different regions. Beacons can be connected to a common power source and configured to use non-
overlapping frequency bands for broadcast streams. Each beacon then broadcasts the information of a
few regions using broadcast streams in its frequency bands. User dongles can tune to specific beacons to
receive risk information of only specific regions.

Disregarded alternative: Actively querying risk information. We considered another alterna-
tive for risk dissemination, whereby users actively query the backend directly for risk information of
specific regions. However, in this alternative, users’ queries are inevitably revealed to the backend, which
can then potentially infer their location history. Hence, we disregard this design in favor of the com-
pletely privacy-preserving passive broadcast model. Note that, in our current design, a user can
receive risk notifications without ever transmitting anything from their dongle.

5 Risk score calculation

Whenever a user dongle receives risk information from the backend, it updates the owner’s risk score
locally (within the dongle). The individual risk score is proportional to the period during which the indi-
vidual and diagnosed individuals were near the same beacons, as measured by the number of ephemeral
ids contained in the risk information matching those stored in the dongle. Each ephemeral id may be
weighted differently according to beacon-dependent parameters, such as indoor/outdoor, air quality, ven-
tilation, and ambient noise. These parameters were stored by the dongle when it received the beacon’s
transmission. How these features are weighted depends on parameters provided by the backend as part
of the risk information. The parameters can be determined by the backend using machine learning tech-
niques [45] and reflect the latest scientific knowledge about the disease. An individual’s risk score can
serve as an additional input in subsequent laboratory testing of the individual if we view a laboratory
test as a probabilistic procedure with nontrivial sensitivity and specificity characteristics [18].

Propagating risk scores. In principle, risk scores could also be propagated from user to user in a
probabilistic model if a significant number of yet-to-be-diagnosed users who were exposed to diagnosed
users decide to voluntarily upload their history of encounters. However, there is a non-trivial trade-off
between privacy and the correct calculation of these scores. To see this, note that if we have a large
number of encounters with many different individuals each of whom has a nonzero probability of being
infected, then our own infection risk approaches 1 [20, 41]. If the encounters, however, were all with the
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2. Dongles use two rounds of PIR 
• Round 1: block idx = PIR(loc id) 
• Round 2: block = PIR(block idx)

1. Dynamically adapt regions to maintain a uniform block size
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• Risk dissemination 

• Implementation and evaluation 

• Deployment
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Smartphone appPanCast devices
Dev Kits: ~300 CAD/~18K INR

Production: ~20 CAD/~1200 INR 

Network beacons can be 
integrated with wifi base stations
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Risk download latency

Battery life

Operation Current Normalized current in an hour

Base current 0.10 mA 0.10 mA

BLE Scanning 3.77 mA 0.19 mA

Encounter logging 2.60 mA 0.01 mA

Crypto 2.50 mA ~10-4 mA

220
0.1 + 0.19 + 0.01

≈ 33 days

Typical coin cells: 

Expected battery life: 

220 mAh

Operation Latency (s)

Broadcast 315

Querying 61

Payload size: 5 MB (~1.5 million risk entries)
Broadcast: BLE periodic broadcast @10 ms
Querying: BLE connection oriented comm.
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Interoperate with manual tracing 
• Provides utility even with low user adoption

Reach checked-in users 
via phone or email

Backend

Encounter history

Diagnosed user Manual tracer
Risk notification

More simulation results in Scientific Reports 2022: 
https://www.nature.com/articles/s41598-022-09440-1.pdf

Can manually insert risk 
entries into the backend 
based on users’ inputs

Strategic deployment of beacons 
• e.g. prioritize restaurants, supermarkets, schools over forests

Complement existing SPECTs 
• Broadcast GAEN-compatible ephIDs from beacons to users’ phone apps



ONGOING WORK
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Deployment 
• Ran a pilot deployment with simulated infection transmissions @ UBC CS 
• Future: Perform a real-world deployment 
• Dataset generation 
• Refining risk estimation models

Practical considerations 
• Beacon placement density 
• Handling clock synchronizations 
• Visualization support for dongle data via users’ personal devices



Property PanCast

Utility
• Strategically-placed beacons provide contextual info, 

allowing more accurate risk estimates 
• Useful even under partial deployment

Privacy
• Beacons only broadcast; user devices mostly passive 
• Decentralized risk notification 
• Differential privacy for patients, IT-PIR for queriers

Inclusiveness Simple, zero-maintenance dongles, or smartphones

Interoperability Interoperates with manual tracing; complements SPECTS
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Operation stage Backend Other users Network beacon Terminal
Registration PII (e.g., phone

#), user-dongle
mapping, beacon-
location map,
devices’ secret keys,

none none none

Encounter logging none none none none
Encounter upload location history none none upload size,

location his-
tory*

Risk notification none common subset of
location history,
but anonymized**

noised broadcast
size*** and time

none

Table 3: Information about a user disclosed to other entities during PanCast’s operation. Notes: *Only
if user wishes to use the terminal to select data to upload. **Other users only learn a list of (location,
time) pairs where they intersected with at least one sick user. There is no information about how many
users were sick, or their identities. ***Beacons only observe differentially-private (noised) broadcast size.

same person, then the risk approaches the infection risk of that person. In the above, for privacy reasons,
we may not be able to disambiguate our contacts. This could be partly addressed by having location
specific models, provided we have information about location-dependent visit profiles (i.e., how many
different people tend to visit a beacon site), but this topic is beyond the scope of the present paper.

6 PanCast privacy and security

We discuss PanCast’s privacy and security properties in this section.

6.1 Privacy analysis

Table 3 summarizes the information disclosed to different entities at various stages of PanCast’s operation.
Note that BLE beacons only transmit information unidirectionally and learn nothing about nearby users.
We next elaborate on the possible attacks by the remaining principals based on the information disclosed
to them.

6.1.1 Leaks to the backend

The backend learns the encounter histories of users who volunteer to upload this information by design.
How much personally identifiable information (PII) the backend learns about users depends on the dongle
registration policies of a given jurisdiction. From a technical standpoint, it suffices if the backend knows
a pseudonym for each registered user and the associated dongle. In practice, some additional information
may be required for Sybil mitigation, such as an email address, phone number, or other id.

The backend learns that the owner of a dongle is sick when the dongle uploads its encounter history
and the associated test certificate. In addition, the backend learns a subset of the owner’s recent where-
abouts approved by the owner, at the granularity of beacon visits and epochs. Additionally, the backend
learns the whereabouts of volunteer users who have opted to share their encounter history even when
not sick. The backend can also infer an over-approximation of the possible social contacts among sick
users and volunteers at the granularity of beacon visits and epochs.

6.1.2 Leaks to other users

In PanCast, user dongles learn nothing about other users except through the risk notifications. Therefore,
it is impossible for users to learn information about other healthy users through the system. Moreover,
users can maximally learn information about diagnosed users that those users have volunteered to upload.

18

* Only if user wishes to use the terminal to select data prior to upload 

** Other users only learn ephids of beacons where they intersected with at least one sick user 

*** Beacons only observe differentially-private (noised) broadcast size (recall: )Δ



27

10 25 50 100
% adoption

0

10

20

30

40

50

%
re

d
u
ct

io
n

of
in

fe
ct

io
n
s

* * * *

*
*

*

*
*

*
*

*

*

*

SPECTS
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PanCast, beacons at 5% of sites

(a) Reduction of infections

(b) Infected over time

(c) E↵ective reproduction number

Figure 2: Interoperation with manual contact tracing. All experiments operate manual contact tracing
and digital tracing in parallel. In contrast to SPECTS which do not interact with manual contact tracing,
PanCast and manual contact tracing can benefit from each other by sharing information and can thereby
improve the e�cacy of the contact tracing e↵orts especially at low levels of adoption. Figure a) shows
the reduction of infections and Figure b) the number of infected individuals over time. In Figure a), the
sign ⇤ indicates statistically significant di↵erences (two-sample t-test; p-value < 0.05) between PanCast and
SPECTS. The left panel in Figure c) shows the e↵ective reproduction number averaged over the period
before more than 10% of the population are not susceptible anymore and the e↵ects of herd immunity
become relevant. The right panel shows the reproduction number of di↵erent scenarios over time. Lines and
points represent averages of 100 random roll-outs of the simulation, error bars correspond to plus and minus
one standard deviation.

5

No environmental factors; PanCast with manual tracing, 
SPECTS do not interoperate with manual tracing
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(a) Reduction of infections under limited quarantine resources

(b) Receiver operating characteristics (c) Sensitivity and specificity at di↵erent site types

(d) E↵ective sensitivity and specificity at partial adoption

Figure 3: Leveraging site information to improve tracing decisions. We assume that PanCast has access to the
site-dependent transmission rates, while SPECTS can only use an average value to inform tracing decisions.
Figure a) shows the reduction of infections achieved by PanCast and SPECTS with and without manual
tracing under the constraint that at any given time a maximum of 10% of the population can be quarantined
due to tracing decisions (in addition to positively tested individuals and their household members). In both
figures, points represent averages of 400 random roll-outs of the simulation, error bars correspond to plus
and minus one standard deviation, and the sign ⇤ indicates a statistically significant di↵erence (two-sample
t-test; p-value < 0.05) between PanCast and SPECTS. Figure b) shows ROC curves defined as true positive
rate (sensitivity) against false positive rate (1 � specificity). Figure c) stratifies sensitivity and specificity
by site type. Figure d) shows e↵ective sensitivity and specificity (see text) for di↵erent adoption levels,
incorporating both interaction with manual contact tracing and utilization of environmental information.
PanCast outperforms SPECTS if adoption is low or the percentage of sites with beacons is high.

7

Site-dependent transmission rates in PanCast, but not SPECTS.
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PanCast vs. SPECTS without manual tracing and without leveraging environmental factors.
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Figure 4: Efficacy of tracing systems without manual contact tracing and environmental information. Deprived of its
advantages of incorporating manual contact tracing and environmental information, PanCast with incomplete beacon
placement is outperformed by SPECTS while converging to the same efficacy for beacon proportions approaching
100%. Lines and points represent averages of 100 random roll-outs of the simulation, error bars correspond to plus
and minus one standard deviation and, in figure a), the sign ⇤ indicates a statistically significant difference (two-sample
t-test; p-value < 0.05) between PanCast and SPECTS.
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PanCast performs worse than SPECTS because it is deprived of beacons, manual tracing, 
and environmental information
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Figure 6: Interoperation between SPECTS and beacon-based systems help compensate low adoption. Figure a) shows
the reduction of infections achieved by SPECTS that utilize manual tracing information provided by beacons. The
sign ⇤ indicates statistically significant differences (two-sample t-test; p-value < 0.05) between PanCast and SPECTS.
Figure b) shows the number of infected over time for different contact tracing strategies. The left panel in Figure c)
shows the effective reproduction number averaged over the initial phase of exponential growth before the effects of
herd immunity become relevant (which is approximately until 10% of the population is not susceptible anymore). The
right panel shows the reproduction number over time for several scenarios. Lines and points represent averages of 100
random roll-outs of the simulation, error bars correspond to plus and minus one standard deviation.
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Reduction of infections with combined SPECTS + PanCast 
+ manual tracing, but without environmental factors
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• Size of risk broadcast 
• Added differentially private 

noise to protect individuals



SECURITY

• Clock inconsistencies due to beacon and dongle power failures 

• Beacon location misconfiguration 

• Relay attacks

32
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